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Abstract—Average-atom models are an important tool in studying matter under extreme conditions, such as those conditions experienced in planetary cores, brown and white dwarfs, and during inertial confinement fusion. In the right context, average-atom models can yield results with similar accuracy to simulations which require orders of magnitude more computing time, and thus can greatly reduce financial and environmental costs. Unfortunately, due to the wide range of possible models and approximations, and the lack of open-source codes, average-atom models can at times appear inaccessible. In this paper, we present our open-source average-atom code, atoMEC. We explain the aims and structure of atoMEC to illuminate the different stages and options in an average-atom calculation, and to facilitate community contributions. We also discuss the use of various open-source Python packages in atoMEC, which have expedited its development.
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Introduction

The study of matter under extreme conditions — materials exposed to high temperatures, high pressures, or strong electromagnetic fields — is critical to our understanding of many important scientific and technological processes, such as nuclear fusion and various astrophysical and planetary physics phenomena [GFG+16]. Of particular interest within this broad field is the warm dense matter (WDM) regime, which is typically characterized by temperatures in the range of $10^3 – 10^6$ degrees (Kelvin), and densities ranging from dense gases to highly compressed solids ($\sim 0.01 – 1000$ g cm$^{-3}$) [BDM+20]. In this regime, it is important to account for the quantum mechanical nature of the electrons (and in some cases, also the nuclei). Therefore conventional methods from plasma physics, which either neglect quantum effects or treat them coarsely, are usually not sufficiently accurate. On the other hand, methods from condensed-matter physics and quantum chemistry, which account for quantum interactions, typically target the ground-state only, and become computationally intractable for systems at high temperatures.

Nevertheless, there are methods which can, in principle, be applied to study materials at any given temperature and density whilst formally accounting for quantum interactions. These methods are often denoted as “first-principles” because, formally speaking, they yield the exact properties of the system, under certain well-founded theoretical approximations. Density-functional theory (DFT), initially developed as a ground-state theory [HK64], [KS65] but later extended to non-zero temperatures [Mer65], [PPF+11], is one such theory and has been used extensively to study materials under WDM conditions [GDRT14]. Even though DFT reformulates the Schrödinger equation in a computationally efficient manner [Koh99], the cost of running calculations becomes prohibitively expensive at higher temperatures. Formally, it scales as $\mathcal{O}(N^3 \tau^3)$, with $N$ the particle number (which usually also increases with temperature) and $\tau$ the temperature [CRNB18]. This poses a serious computational challenge in the WDM regime. Furthermore, although DFT is a formally exact theory, in practice it relies on approximations for the so-called “exchange-correlation” energy, which is, roughly speaking, responsible for simulating all the quantum interactions between electrons. Existing exchange-correlation approximations have not been rigorously tested under WDM conditions. An alternative method used in the WDM community is path-integral Monte–Carlo [DGB18], which yields essentially exact properties; however, it is even more limited by computational cost than DFT, and becomes unfeasibly expensive at lower temperatures due to the fermion sign problem.

It is therefore of great interest to reduce the computational complexity of the aforementioned methods. The use of graphics processing units in DFT calculations is becomingly increasingly common, and has been shown to offer significant speed-ups relative to conventional calculations using central processing units [MED11], [JFC+13]. Some other examples of promising developments to reduce the cost of DFT calculations include machine-learning-based solutions [SRH+12], [BVL+17], [EFP+21] and stochastic DFT [CRNB18], [BNR13]. However, in this paper, we focus on an alternative class of models known as “average-atom” models. Average-atom models have a long history in plasma physics [CHKC22]: they account for quantum effects, typically using DFT, but reduce the complex system of interacting electrons and nuclei to a single atom immersed in a plasma (the “average” atom). An illustration of this principle (reduced to two dimensions for visual purposes) is shown in Fig. 1. This significantly reduces the cost relative to a full DFT simulation, because the particle number is restricted to the number of electrons per nucleus, and spherical symmetry is exploited to reduce the three-dimensional problem to one dimension.

Naturally, to reduce the complexity of the problem as described, various approximations must be introduced. It is important to understand these approximations and their limitations for average-atom models to have genuine predictive capabilities. Unfortunately, this is not always the case: although average-atom
models share common concepts, there is no unique formal theory underpinning them. Therefore a variety of models and codes exist, and it is not typically clear which models can be expected to perform most accurately under which conditions. In a previous paper [CHKC22], we addressed this issue by deriving an average-atom model from first principles, and comparing the impact of paper [CHKC22], we addressed this issue by deriving an average-atom model from first principles, and comparing the impact of different approximations within this model on some common properties.

In this paper, we focus on computational aspects of average-atom models for WDM. We introduce atoMEC [CKTS+21]: an open-source average-atom code for studying Matter under Extreme Conditions. One of the main aims of atoMEC is to improve the accessibility and understanding of average-atom models. To the best of our knowledge, open-source average-atom codes are in scarce supply: with atoMEC, we aim to provide a tool that people can use to run average-atom simulations and also to add their own models, which should facilitate comparisons of different approximations within this model on some common properties.

Theoretical background

Properties of interest in the warm dense matter regime include the equation-of-state data, which is the relation between the density, energy, temperature and pressure of a material [HRD08]; the mean ionization state and the electron ionization energies, which tell us about how tightly bound the electrons are to the nuclei; and the electrical and thermal conductivities. These properties yield information pertinent to our understanding of stellar and planetary physics, the Earth’s core, inertial confinement fusion, and more besides. To exactly obtain these properties, one needs (in theory) to determine the thermodynamic ensemble of the quantum states (the so-called wave-functions) representing the electrons and nuclei. Fortunately, they can be obtained with reasonable accuracy using models such as average-atom models; in this section, we elaborate on how this is done.

We shall briefly review the key theory underpinning the type of average-atom model implemented in atoMEC. This is intended for readers without a background in quantum mechanics, to give some context to the purposes and mechanisms of the code. For a comprehensive derivation of this average-atom model, we direct readers to Ref. [CHKC22]. The average-atom model we shall describe falls into a class of models known as ion-sphere models, which are the simplest (and still most widely used) class of average-atom model. There are alternative (more advanced) classes of model such as ion-correlation [Roz91] and neutral pseudo-atom models [SS14] which we have not yet implemented in atoMEC, and thus we do not elaborate on them here.

As demonstrated in Fig. 1, the idea of the ion-sphere model is to map a fully-interacting system of many electrons and nuclei into a set of independent atoms which do not interact explicitly with any of the other spheres. Naturally, this depends on several assumptions and approximations, but there is formal justification for such a mapping [CHKC22]. Furthermore, there are many examples in which average-atom models have shown good agreement with more accurate simulations and experimental data [FB19], which further justifies this mapping.

Although the average-atom picture is significantly simplified relative to the full many-body problem, even determining the wave-functions and their ensemble weights for an atom at finite temperature is a complex problem. Fortunately, DFT reduces this complexity further, by establishing that the electron density — a far less complex entity than the wave-functions — is sufficient to determine all physical observables. The most popular formulation of DFT, known as Kohn–Sham DFT (KS-DFT) [KS65], allows us to construct the fully-interacting density from a non-interacting system of electrons, simplifying the problem further still. Due to the spherical symmetry of the atom, the non-interacting electrons — known as KS electrons (or KS orbitals) — can be represented as a wave-function that is a product of radial and angular components,

$$\phi_{nlm}(r) = X_{nl}(r)Y_{lm}^{m}(\theta, \phi),$$  \hspace{1cm} (1)

where \(n\), \(l\), and \(m\) are the quantum numbers of the orbitals, which come from the fact that the wave-function is an eigenfunction of the Hamiltonian operator, and \(Y_{lm}^{m}(\theta, \phi)\) are the spherical harmonic functions. The radial coordinate \(r\) represents the absolute distance from the nucleus.

1. Please note that the notation in Eq. (1) does not imply Einstein summation notation. All summations in this paper are written explicitly; Einstein summation notation is not used.
We therefore only need to determine the radial KS orbitals \( X_{nl}(r) \). These are determined by solving the radial KS equation, which is similar to the Schrödinger equation for a non-interacting system, with an additional term in the potential to mimic the effects of electron-electron interaction (within the single atom). The radial KS equation is given by:

\[
\left[ -\left( \frac{d^2}{dr^2} + \frac{2}{r} \frac{d}{dr} - \frac{l(l+1)}{r^2} \right) + v_s[n](r) \right] X_{nl}(r) = \varepsilon_{nl} X_{nl}(r). \tag{2}
\]

We have written the above equation in a way that emphasizes that it is an eigenvalue equation, with the eigenvalues \( \varepsilon_{nl} \) being the energies of the KS orbitals.

On the left-hand side, the terms in the round brackets come from the kinetic energy operator acting on the orbitals. The \( v_s[n](r) \) term is the KS potential, which itself is composed of three different terms,

\[
v_s[n](r) = -\frac{Z}{r} + 4\pi \int_{0}^{RWS} dx n(x) x^2 \frac{\varepsilon_{nl}}{\max(r,x)} + \frac{\delta F_{xc}[n]}{\delta n(r)}, \tag{3}
\]

where \( RWS \) is the radius of the atomic sphere, \( n(r) \) is the electron density, \( Z \) the nuclear charge, and \( F_{xc}[n] \) the exchange-correlation free energy functional. Thus the three terms in the potential are respectively the electron-nuclear attraction, the classical Hartree repulsion, and the exchange-correlation (xc) potential.

We note that the KS potential and its constituents are functions of the electron density \( n(r) \). Were it not for this dependence on the density, solving Eq. 2 just amounts to solving an ordinary linear differential equation (ODE). However, the electron density is in fact constructed from the orbitals in the following way,

\[
n(r) = 2 \sum_{nl} (2l+1)f_{nl}(\varepsilon_{nl}, \mu, \tau)|X_{nl}(r)|^2, \tag{4}
\]

where \( f_{nl}(\varepsilon_{nl}, \mu, \tau) \) is the Fermi–Dirac distribution, given by

\[
f_{nl}(\varepsilon_{nl}, \mu, \tau) = \frac{1}{1 + e^{(\varepsilon_{nl} - \mu)/\tau}}, \tag{5}
\]

where \( \tau \) is the temperature, and \( \mu \) is the chemical potential, which is determined by fixing the number of electrons to be equal to a pre-determined value \( N_e \) (typically equal to the nuclear charge \( Z \)). The Fermi–Dirac distribution therefore assigns weights to the KS orbitals in the construction of the density, with the weight depending on their energy.

Therefore, the KS potential that determines the KS orbitals via the ODE (2), is itself dependent on the KS orbitals. Consequently, the KS orbitals and their dependent quantities (the density and KS potential) must be determined via a so-called self-consistent field (SCF) procedure. An initial guess for the orbitals, \( X_{nl}^0(r) \), is used to construct the initial density \( n^0(r) \) and potential \( v_s^0(r) \). The ODE (2) is then solved to update the orbitals. This process is iterated until some appropriately chosen quantities — in atoMEC, the total free energy, density and KS potential — are converged, i.e. \( n^{i+1}(r) = n^i(r) \), \( v_s^{i+1}(r) = v_s^i(r) \), \( F^{i+1} = F^i \), within some reasonable numerical tolerance. In Fig. 2, we illustrate the lifecycle of the average-atom model described so far, including the SCF procedure. On the left-hand side of this figure, we show the physical choices and mathematical operations, and on the right-hand side, the representative classes and functions in atoMEC. In the following section, we shall discuss some aspects of this figure in more detail.

Some quantities obtained from the completion of the SCF procedure are directly of interest. For example, the energy eigenvalues \( \varepsilon_{nl} \) are related to the electron ionization energies, i.e. the amount of energy required to excite an electron bound to the nucleus to being a free (conducting) electron. These predicted ionization energies can be used, for example, to help understand ionization potential depression, an important but somewhat controversial effect in WDM [STJ+14]. Another property that can be straightforwardly obtained from the energy levels and their occupation numbers is the mean ionization state \( \bar{Z} \),

\[
\bar{Z} = \sum_{n,l} (2l+1)f_{nl}(\varepsilon_{nl}, \mu, \tau) \tag{6}
\]

which is an important input parameter for various models, such as adiabats which are used to model inertial confinement fusion [KDF+11].

Various other interesting properties can also be calculated following some post-processing of the output of an SCF calculation, for example the pressure exerted by the electrons and ions. Furthermore, response properties, i.e. those resulting from an external perturbation like a laser pulse, can also be obtained from the output of an SCF cycle. These properties include, for example, electrical conductivities [Staal16] and dynamical structure factors [SPS+14].

**Code structure and details**

In the following sections, we describe the structure of the code in relation to the physical problem being modeled. Average-atom models typically rely on various parameters and approximations. In atoMEC, we have tried to structure the code in a way that makes clear which parameters come from the physical problem studied compared to choices of the model and numerical or algorithmic choices.

**atoMEC: Atom: Physical parameters**

The first step of any simulation in WDM (which also applies to simulations in science more generally) is to define the physical parameters of the problem. These parameters are unique in the sense that, if we had an exact method to simulate the real system, then for each combination of these parameters there would be a unique solution. In other words, regardless of the model — be it average atom or a different technique — these parameters are always required and are independent of the model.

In average-atom models, there are typically three parameters defining the physical problem, which are:

- the atomic species;
- the temperature of the material, \( \tau \);
- the mass density of the material, \( \rho_m \).

The mass density also directly corresponds to the mean distance between two nuclei (atomic centers), which in the average-atom model is equal to twice the radius of the atomic sphere, \( RWS \). An additional physical parameter not mentioned above is the net charge of the material being considered, i.e. the difference between the nuclear charge \( Z \) and the electron number \( N_e \). However, we usually assume zero net charge in average-atom simulations (i.e. the number of electrons is equal to the atomic charge).

In atoMEC, these physical parameters are controlled by the Atom object. As an example, we consider aluminum under ambient conditions, i.e. at room temperature, \( \tau = 300 \text{ K} \), and normal metallic density, \( \rho_m = 2.7 \text{ g cm}^{-3} \). We set this up as:

\[2\] The summation in Eq. (6) is often shown as an integral because the energies above a certain threshold form a continuous distribution (in most models).
Fig. 2: Schematic of the average-atom model set-up and the self-consistent field (SCF) cycle. On the left-hand side, the physical choices and mathematical operations that define the model and SCF cycle are shown. On the right-hand side, the (higher-order) functions and classes in atoMEC corresponding to the items on the left-hand side are shown. Some liberties are taken with the code snippets in the right-hand column of the figure to improve readability; more precisely, some non-crucial intermediate steps are not shown, and some parameters are also not shown or simplified. The dotted lines represent operations that are taken care of within the models.CalcEnergy function, but are shown nevertheless to improve understanding.
Welcome to atoMEC:

Atomic information:

| Atomic species | : | Al |
| Atomic charge / weight | : | 13 / 26.982 |
| Valence electrons | : | 3 |
| Morion sphere radius | : | 2.997 Å / 1.586 Å |
| Electronic temperature | : | 0.60655 Ha / 0.62585 eV / 300 K |
| Wigner-Seitz radius | : | 2.076 (Bohr) |
| Ionic coupling parameter | : | 2.9676e+04 |
| Electron degeneracy parameter | : | 0.000228 |

Fig. 3: Auto-generated print statement from calling the models.ISModel object.

```python
from atoMEC import Atom
Al = Atom("Al", 300, density=2.7, units_temp="K")
```

By default, the above code automatically prints the output seen in Fig. 3. We see that the first two arguments of the Atom object are the chemical symbol of the element being studied, and the temperature. In addition, at least one of "density" or "radius" must be specified. In atoMEC, the default (and only permitted) units for the mass density are g cm⁻³; all other input and output units in atoMEC are by default Hartree atomic units, and hence we specify "K" for Kelvin.

The information in Fig. 3 displays the chosen parameters in units commonly used in the plasma and condensed-matter physics communities, as well as some other information directly obtained from these parameters. The chemical symbol ("Al" in this case) is passed to the mendeleev library [men14] to generate this data, which is used later in the calculation.

This initial stage of the average-atom calculation, i.e. the specification of physical parameters and initialization of the Atom object, is shown in the top row at the top of Fig. 2.

**atoMEC.models: Model parameters**

After the physical parameters are set, the next stage of the average-atom calculation is to choose the model and approximations within that class of model. As discussed, so far the only class of model implemented in atoMEC is the ion-sphere model. Within this model, there are still various choices to be made by the user. In some cases, these choices make little difference to the results, but in other cases they have significant impact. The user might have some physical intuition as to which is most important, or alternatively may want to run the same physical parameters with several different model parameters to examine the effects. Some choices available in atoMEC, listed approximately in decreasing order of impact (but this can depend strongly on the system under consideration), are:

- the **boundary conditions** used to solve the KS equations;
- the treatment of the **unbound electrons**, which means those electrons not tightly bound to the nucleus, but rather delocalized over the whole atomic sphere;
- the choice of **exchange** and **correlation** functionals, the central approximations of DFT [CMSY12];
- the **spin** polarization and magnetization.

We do not discuss the theory and impact of these different choices in this paper. Rather, we direct readers to Refs. [CHKC22] and [CKC22] in which all of these choices are discussed.

In atoMEC, the ion-sphere model is controlled by the models.ISModel object. Continuing with our aluminum example, we choose the so-called "neumann" boundary condition, with a "quantum" treatment of the unbound electrons, and choose the LDA exchange functional (which is also the default). This model is set up as:

```python
from atoMEC import models
model = models.ISModel(Al, bc="neumann",
                      xfunc_id="lda_x", unbound="quantum")
```

By default, the above code prints the output shown in Fig. 4. The first (and only mandatory) input parameter to the models.ISModel object is the Atom object that we generated earlier. Together with the optional spinpol and spinmag parameters in the models.ISModel object, this sets either the total number of electrons (spinpol=False) or the number of electrons in each spin channel (spinpol=True).

The remaining information displayed in Fig. 4 shows directly the chosen model parameters, or the default values where these parameters are not specified. The exchange and correlation functionals - set by the parameters xfunc_id and cfunc_id - are passed to the LIBXC library [LSOM18] for processing. So far, only the "local density" family of approximations is available in atoMEC, and thus the default values are usually a sensible choice. For more information on exchange and correlation functionals, there are many reviews in the literature, for example Ref. [CMSY12].

This stage of the average-atom calculation, i.e. the specification of the model and the choices of approximation within that, is shown in the second row of Fig. 2.

**ISModel.CalcEnergy: SCF calculation and numerical parameters**

Once the physical parameters and model have been defined, the next stage in the average-atom calculation (or indeed any DFT calculation) is the SCF procedure. In atoMEC, this is invoked by the ISModel.CalcEnergy function. This function is called CalcEnergy because it finds the KS orbitals (and associated KS functionals), there are many reviews in the literature, for example Ref. [CMSY12].

This stage of the average-atom calculation, i.e. the specification of the model and the choices of approximation within that, is shown in the second row of Fig. 2.

**CalcEnergy**

Once the physical parameters and model have been defined, the next stage in the average-atom calculation (or indeed any DFT calculation) is the SCF procedure. In atoMEC, this is invoked by the ISModel.CalcEnergy function. This function is called CalcEnergy because it finds the KS orbitals (and associated KS functionals), there are many reviews in the literature, for example Ref. [CMSY12].

Clearly, there are various mathematical and algorithmic choices in this calculation. These include, for example: the basis in which the KS orbitals and potential are represented, the algorithm used to solve the KS equations (2), and how to ensure smooth convergence of the SCF cycle. In atoMEC, the SCF procedure currently follows a single pre-determined algorithm, which we briefly review below.

In atoMEC, we represent the radial KS quantities (orbitals, density and potential) on a logarithmic grid, i.e. \( x = \log(r) \). Furthermore, we make a transformation of the orbitals \( P_n(x) = X_n(x)e^{x/2} \). Then the equations to be solved become:

\[
\frac{d^2P_n(x)}{dx^2} - 2e^{x/2}(W(x) - \varepsilon_n)P_n(x) = 0 \quad (7)
\]

\[
W(x) = v_s[n](x) + \frac{1}{2} \left( l + \frac{1}{2} \right)^2 e^{-2x}. \quad (8)
\]
In atoMEC, we solve the KS equations using a matrix implementation of Numerov’s algorithm [PGW12]. This means we diagonalize the following equation:

\[ \hat{H}\hat{P} = \hat{\varepsilon}\hat{B}\hat{P} , \]

where \( \hat{H} = \hat{T} + \hat{V} + \hat{W}(\hat{r}) \),

\[ \hat{T} = -\frac{1}{2}e^{-2\alpha\hat{A}}, \]

\[ \hat{A} = \hat{I}_{-1} - 2\hat{I}_{0} + \hat{I}_{1}, \]

\[ \hat{\varepsilon} = \frac{\hat{I}_{-1} + 10\hat{I}_{0} + \hat{I}_{1}}{12}, \]

In the above, \( \hat{I}_{-1/0/1} \) are lower shift, identify, and upper shift matrices.

The Hamiltonian matrix \( \hat{H} \) is sparse and we only seek a subset of eigenstates with lower energies: therefore there is no need to perform a full diagonalization, which scales as \( O(N^3) \), with \( N \) being the size of the radial grid. Instead, we use SciPy’s sparse matrix diagonalization function scipy.sparse.linalg.eigs, which scales more efficiently and allows us to go to larger grid sizes.

After each step in the SCF cycle, the relative changes in the free energy \( F \), density \( n(r) \) and potential \( \nu_i(r) \) are computed. Specifically, the quantities computed are

\[ \Delta F = \frac{|F^l - F^{l-1}|}{F^l} \]

\[ \Delta n = \int \frac{dr|\nu^l(r) - \nu^{l-1}(r)|}{\int d
u^l(r)} \]

\[ \Delta \nu = \int \frac{dr|\nu^l_i(r) - \nu^{l-1}_i(r)|}{\int d\nu^l_i(r)} \]

Once all three of these metrics fall below a certain threshold, the SCF cycle is considered converged and the calculation finishes.

The SCF cycle is an example of a non-linear system and thus is prone to chaotic (non-convergent) behavior. Consequently a range of techniques have been developed to ensure convergence [SM91]. Fortunately, the tendency for calculations not to converge becomes less likely for temperatures above zero (and especially as temperatures increase). Therefore we have implemented only a simple linear mixing scheme in atoMEC. The potential used in each diagonalization step of the SCF cycle is not simply the one generated from the most recent density, but a mix of that potential and the previous one,

\[ \nu^l_i(r) = \alpha\nu^l_i(r) + (1-\alpha)\nu^{l-1}_i(r). \]

In general, a lower value of the mixing fraction \( \alpha \) makes the SCF cycle more stable, but requires more iterations to converge. Typically a choice of \( \alpha \approx 0.5 \) gives a reasonable balance between speed and stability.

We can thus summarize the key parameters in an SCF calculation as follows:

- the maximum number of eigenstates to compute, in terms of both the principal and angular quantum numbers;
- the numerical grid parameters, in particular the grid size;
- the convergence tolerances, Eqs. (14) to (16);
- the SCF parameters, i.e. the mixing fraction and the maximum number of iterations.

The first three items in this list essentially control the accuracy of the calculation. In principle, for each SCF calculation — i.e. a unique set of physical and model inputs — these parameters should be independently varied until some property (such as the total free energy) is considered suitably converged with respect to that parameter. Changing the SCF parameters should not affect the final results (within the convergence tolerances), only the number of iterations in the SCF cycle.

Let us now consider an example SCF calculation, using the Atom and model objects we have already defined:

```python
from atoMEC import config
cfg = config
config.numcores = -1 # parallelize
nmax = 3 # max value of principal quantum number
lmax = 3 # max value of angular quantum number
# run SCF calculation
scf_out = model.CalcEnergy({
    'nmax': nmax,
    'lmax': lmax,
    'grid_params': {'gridsize': 1500},
    'scf_params': {'mixfrac': 0.7},
})
```

We see that the first two parameters passed to the CalcEnergy function are the nmax and lmax quantum numbers, which specify the number of eigenstates to compute. Precisely speaking, there is a unique Hamiltonian for each value of the angular quantum number \( l \) (and in a spin-polarized calculation, also for each spin quantum number). The sparse diagonalization routine then computes the first nmax eigenvalues for each Hamiltonian. In atoMEC, these diagonalizations can be run in parallel since they are independent for each value of \( l \). This is done by setting the config.numcores variable to the number of cores desired (if config.numcores=-1 uses all the available cores) and handled via the joblib library [Job20].

The remaining parameters passed to the CalcEnergy function are optional; in the above, we have specified a grid size of 1500 points and a mixing fraction \( \alpha = 0.7 \). The above code automatically prints the output seen in Fig. 5. This output shows the SCF cycle and, upon completion, the breakdown of the total free energy into its various components, as well as other useful information such as the KS energy levels and their occupations.

Additionally, the output of the SCF function is a dictionary containing the staticKS.Orbitals, staticKS.Density, staticKS.Potential and staticKS.Density objects. For example, one could extract the eigenfunctions as follows:

```python
orbs = scf_out["orbitals"]
ks_eigfun = orbs.eigfun # eigenfunctions
```

The initialization of the SCF procedure is shown in the third and fourth rows of Fig. 2, with the SCF procedure itself shown in the remaining rows.

This completes the section on the code structure and algorithmic details. As discussed, with the output of an SCF calculation, there are various kinds of post-processing one can perform to obtain other properties of interest. So far in atoMEC, these are limited to the computation of the pressure (ISModel.CalcPressure), the electron localization function (atoMEC.postprocess.ELFTools) and the Kubo–Greenwood conductivity (atoMEC.postprocess.conductivity). We refer readers to our pre-print [CKC22] for details on how the electron localization function and the Kubo–Greenwood conductivity can be used to improve predictions of the mean ionization state.
In this section, we consider an application of atoMEC in the WDM regime. Helium is the second most abundant element in the universe (after hydrogen) and therefore understanding its behavior under a wide range of conditions is important for our understanding of many astrophysical processes. Of particular interest are the conditions under which helium is expected to undergo a transition from insulating to metallic behavior in the outer layers of white dwarfs, which are characterized by densities of around $1 \times 10^{-20}$ g cm$^{-3}$ and temperatures of 10 – 50 kK [PR20]. These conditions are a typical example of the WDM regime. Besides predicting the point at which the insulator-to-metallic transition occurs in the density-temperature spectrum, other properties of interest include equation-of-state data (relating pressure, density, and temperature) and electrical conductivity.

To calculate the insulator-to-metallic transition point, the key quantity is the electronic band-gap. The concept of band-structures is a complicated topic, which we try to briefly describe in layman’s terms. In solids, electrons can occupy certain energy ranges — we call these the energy bands. In insulating materials, there is a gap between these energy ranges that electrons are forbidden from occupying — this is the so-called band-gap. In conducting materials, there is no such gap, and therefore electrons can conduct electricity because they can be excited into any part of the energy spectrum. Therefore, a simple method to determine the insulator-to-metallic transition is to determine the density at which the band-gap becomes zero.

In Fig. 6, we plot the density-of-states (DOS) as a function of energy, for different mass densities $\rho_m$, and at temperature $\tau = 50$ kK. Black dots indicate the occupations of the electrons in the permitted energy ranges. Dashed black lines indicate the band-gap (the energy gap between the insulating and conducting bands). Between 5 and 6 g cm$^{-3}$, the band-gap disappears.

In Fig. 7, we plot the band-gap as a function of density, for a fixed temperature $\tau = 50$ kK. Visually, it appears that the relation-ship between band-gap and density is linear at this temperature. This is confirmed using a linear fit, which has a coefficient of determination value of almost exactly one, $R^2 = 0.9997$. Using this fit, the band-gap is predicted to close at $5.5$ g cm$^{-3}$. Also in this figure, we show the fraction of ionized electrons, which is given by $\bar{Z}/N_e$, using Eq. (6) to calculate $\bar{Z}$, and $N_e$ being the total electron number. The ionization fraction also relates to the conductivity of the material, because ionized electrons are not bound to any nuclei and therefore free to conduct electricity. We see that the ionization fraction mostly increases with density (excepting some strange behavior around $\rho_m = 1$ g cm$^{-3}$), which is further evidence of the transition from insulating to conducting behaviour with increasing density.

As a final analysis, we plot the pressure as a function of mass
The relationship between the band-gap and the density appears to be linear. The pressure is given by the sum of two terms: (i) the electronic pressure, calculated using the method described in Ref. [FB19], and (ii) the ionic pressure, calculated using the ideal gas law. We observe that the pressure increases with both density and temperature, which is the expected behavior. Under these conditions, the density dependence is much stronger, especially for higher densities.

The code required to generate the above results and plots can be found in this repository.

Conclusions and future work

In this paper, we have presented atoMEC: an average-atom Python code for studying materials under extreme conditions. The open-source nature of atoMEC, and the choice to use (pure) Python as the programming language, is designed to improve the accessibility of average-atom models. We gave significant attention to the code structure in this paper, and tried as much as possible to connect the functions and objects in the code with the underlying theory. We hope that this not only improves atoMEC from a user perspective, but also facilitates new contributions from the wider average-atom, WDM and scientific Python communities. Another aim of the paper was to communicate how atoMEC benefits from a strong ecosystem of open-source scientific libraries — especially the Python libraries NumPy, SciPy, joblib and mendeleev, as well as LIBXC.

We finish this paper by emphasizing that atoMEC is still in the early stages of development, and there are many opportunities to improve and extend the code. These include, for example:

- adding new average-atom models, and different approximations to the existing models.ISModel model;
- optimizing the code, in particular the routines in the numerov module;
- adding new postprocessing functionality, for example to compute structure factors;
- improving the structure and design choices of the code.

Of course, these are just a snapshot of the avenues for future development in atoMEC. We are open to contributions in these areas and many more besides.
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